بررسی گستره‌ی آزادی‌دهی مشروع والدین در خصوص تعامل فرزندان ممیّز نابالغ خود با مدل‌های زبانی بزرگ با رویکرد فقه تربیتی
۱. بیان مسئله
در زیست‌بوم مدرن، فناوری‌های هوش مصنوعی مولد و به‌ویژه مدل‌های زبانی بزرگ نظیر GPT و Gemini، مرزهای تعامل انسان و ماشین را درنوردیده‌اند. این ابزارها که قادر به تولید متن، استدلال‌ورزی و برقراری مکالمات شبه‌انسانی هستند، اکنون به یکی از "مربیان" و "هم‌نشینان" اصلی کودکان تبدیل شده‌اند. مسئلهٔ محوری این پژوهش، مواجههٔ گروه سنی حساس «کودکان ممیّز نابالغ» با این پدیده است.
از منظر فقه امامیه، کودک ممیّز (که غالباً سنین ۷ سال تا بلوغ را در بر می‌گیرد) دارای شخصیتی بینابینی است؛ از سویی معنای کلمات و حسن و قبح اجمالی را درک می‌کند و از سوی دیگر، فاقد ملکهٔ استوار عقلانی برای تمییز قطعی حق از باطل در گزاره‌های پیچیده است. پژوهش‌ها نشان می‌دهد که کودکان در این سن، به پاسخ‌های هوش مصنوعی اعتماد بالایی دارند و آن را همچون والدین یا معلم، منبعی صادق می‌پندارند، در حالی که این مدل‌ها ممکن است دچار «توهم» شده یا محتوای سوگیرانه ارائه دهند.   
چالش اصلی در اینجا، تعیین «حدود ولایت و سرپرستی والدین» است. آیا بر اساس ادلهٔ فقهی، والدین مجازند دسترسی فرزند ممیّز خود را به این اقیانوس اطلاعاتی آزاد بگذارند؟ یا اینکه قواعدی نظیر «وجوب وقایه» (قوا انفسکم و اهلیکم نارا) و «حرمت حفظ کتب ضلال»، حکم به محدودیت یا ممنوعیت می‌دهند؟ مسئله زمانی پیچیده‌تر می‌شود که بدانیم این چت‌بات‌ها گاهی با استفاده از ویژگی‌های انسان‌گونه (Anthropomorphism)، رابطه‌ای عاطفی با کودک برقرار می‌کنند که می‌تواند جایگزین روابط خانوادگی شده و اثرگذاری تربیتی والدین را خنثی کند.   
بنابراین، مسئلهٔ تحقیق حاضر پاسخ به این ابهام است: در تعارض میان «حق دسترسی کودک به اطلاعات و آموزش» (که مقدمه رشد علمی اوست) و «تکلیف والدین بر حفظ سلامت عقیدتی و اخلاقی» (که مقدمه سعادت اخروی است)، نقطهٔ تعادل فقهی کجاست؟ آیا والدین در صورت رهاسازی کودک در این فضا و وقوع انحراف یا جرم، ضامن و مسئول محسوب می‌شوند؟   
۲. پیشینه تحقیق
با بررسی منابع کتابخانه‌ای و پایگاه‌های استنادی، مشخص شد که اگرچه مطالعاتی در حوزه‌های مرتبط انجام شده، اما پژوهشی که دقیقاً با این عنوان و ترکیب متغیرها باشد، یافت نشد. پیشینه‌های مرتبط عبارتند از:
الف) پژوهش‌های حوزه فقه تربیتی و حقوق کودک:
· آیت‌الله اعرافی (۱۳۹۱-۱۴۰۲): ایشان در موسوعه «فقه تربیتی» و نشست‌های اخیر، مبانی کلان تربیت اسلامی را تبیین کرده و بر لزوم تجهیز حوزه به دانش‌های نوین و هوش مصنوعی برای پاسخگویی به نیازهای تربیتی تأکید داشته‌اند. رویکرد ایشان بر این است که تربیت باید با مقتضیات زمان و «شناخت دقیق موضوع» همراه باشد.
· فاطمی (۱۴۰۳): در پایان‌نامه‌ای با عنوان «گستره تربیت کودک توسط والدین»، به محدودیت‌های ولایت در تزاحم با حقوق کودک پرداخته است. وی استدلال می‌کند که حق تربیت مطلق نیست و نباید منجر به اضرار جسمی یا روحی کودک شود.   
ب) پژوهش‌های فقه فضای مجازی و کتب ضلال:
· کشاورز و فخلعی (۱۳۹۴) و حیدری فسایی (۱۴۰۳): در بررسی «حکم فقهی حفظ کتب ضلال»، به تطبیق این قاعده بر اینترنت پرداخته‌اند. استدلال‌های جدیدی مطرح شده که آیا صرف «نگهداری» فایل‌های دیجیتال مصداق حفظ کتب ضلال است یا خیر، و آیا برای کودک ممیّز که قدرت نقد ندارد، این حکم تشدید می‌شود؟   
· مبلغی (۱۴۰۳): در یادداشت‌های خود پیرامون «فقه و هوش مصنوعی»، به چالش مسئولیت خطاهای هوش مصنوعی و اینکه آیا می‌توان به فتوای هوش مصنوعی اعتماد کرد، پرداخته است.   
ج) پژوهش‌های بین‌المللی و تطبیقی:
· یونیسف (۲۰۲۱-۲۰۲۴): در سند «رهنمود سیاست‌گذاری هوش مصنوعی برای کودکان»، بر حقوقی مانند عدم تبعیض، ایمنی و شفافیت تأکید کرده است. این اسناد اگرچه فقهی نیستند، اما در بخش موضوع‌شناسی و تعیین مصادیق ضرر (مانند نقض حریم خصوصی) بسیار راهگشا هستند.   
· پژوهش‌های اسلامی در مالزی و اندونزی: محققانی نظیر احمد و همکاران (2024) و کسایی (2024) به بررسی استفاده از چت‌بات‌ها در آموزش اسلامی و چالش‌های اخلاقی آن پرداخته‌اند.   
نوآوری تحقیق: این پژوهش با عبور از کلیات فضای مجازی، بر روی «ماهیت تعاملی و هوشمند LLMها» تمرکز دارد و حکم تکلیفی والدین را در خصوص «کودک ممیّز» (که نه جاهل محض است و نه عاقل کامل) با متدولوژی اجتهادی استخراج می‌کند.
۳. ضرورت و اهمیت تحقیق
1. ضرورت تربیتی و صیانتی: گزارش‌های اخیر نشان می‌دهد که کودکان ممکن است اطلاعات نادرست یا خطرناک را از هوش مصنوعی دریافت کنند و به دلیل زبان متقاعدکننده آن، دچار انحرافات فکری شوند. تعیین تکلیف شرعی والدین در مدیریت این فضا، مستقیماً با سلامت نسل آینده و حفظ هویت دینی آنان مرتبط است.   
2. ضرورت فقهی (توسعه فقه المضاف): این تحقیق به غنای «فقه فناوری» و «فقه کودکی» کمک می‌کند. موضوعاتی مانند اینکه "آیا هوش مصنوعی در حکمِ شخص ثالث است یا ابزار؟" و "آیا قواعد باب ضمان بر تعاملات هوشمند بار می‌شود؟" از مسائل نوپدید است که پاسخ اجتهادی می‌طلبد.   
3. ضرورت حقوقی و قانونی: با توجه به خلأهای موجود در قوانین داخلی (مانند قانون حمایت از اطفال و نوجوانان) در خصوص مسئولیت ناشی از تعاملات هوش مصنوعی، این پژوهش می‌تواند مبنایی برای قانون‌گذاری و سیاست‌گذاری در شورای عالی فضای مجازی باشد.
۴. اهداف تحقیق
1. هدف بنیادین: استنباط احکام شرعی ناظر به وظایف و اختیارات والدین در نظارت بر تعامل فرزندان ممیّز با هوش مصنوعی.
2. اهداف کاربردی:
· تبیین معیار «کتب ضلال» در عصر هوش مصنوعی و شمول آن بر چت‌بات‌ها.
· تعیین قلمرو ضمان والدین در صورت ارتکاب جرم یا انحراف کودک در اثر استفاده از هوش مصنوعی.
· ارائه الگوی «نظارت هوشمند» مبتنی بر موازین فقهی (جمع بین حق آموزش و حق تربیت).
· نقد و بررسی اسناد بین‌المللی حقوق کودک در مواجهه با چالش‌های عقیدتی هوش مصنوعی.
۵. سوالات تحقیق
سوال اصلی: گستره‌ی مشروع آزادی‌دهی والدین به فرزندان ممیّز نابالغ در استفاده از مدل‌های زبانی بزرگ (LLMs) بر اساس مبانی فقه تربیتی چیست؟
سوالات فرعی:
1. آیا بر اساس قاعده «حرمت حفظ و نشر کتب ضلال»، دسترسی آزاد کودک ممیّز به چت‌بات‌های هوش مصنوعی (که محتوای مختلط و گاهاً انحرافی دارند) جایز است؟
2. قاعده «لاضرر» و «وجوب دفع ضرر محتمل» چه تکلیفی را برای والدین در خصوص نظارت بر حریم خصوصی و داده‌های کودک در تعامل با هوش مصنوعی ایجاد می‌کند؟
3. در تزاحم میان «حق دسترسی به اطلاعات» (ماده ۱۳ کنوانسیون حقوق کودک) و «حق و تکلیف تربیت دینی» (اصل ولایت)، کدام‌یک مقدم است؟
4. آیا والدین نسبت به خسارات مادی و معنوی ناشی از فعل کودک در فضای هوش مصنوعی (ناشی از نقص نظارت)، دارای ضمان و مسئولیت مدنی هستند؟
۶. فرضیه‌های تحقیق
1. در پاسخ به سوال اصلی: ولایت والدین بر کودک ممیّز در فضای هوش مصنوعی، ولایتی «مسئولانه و مقید» است. آزادی مطلق به دلیل وجود «خوف عقلایی انحراف» (ضرر معنوی) جایز نیست و منع مطلق نیز به دلیل سد باب علم و رشد (ضرر علمی) روا نمی‌باشد. حکم فقهی، «جواز مشروط به نظارت و ایمن‌سازی» است.
2. فرضیه ۱: مدل‌های زبانی بزرگ ذاتاً «آلت مشترکه» هستند، اما برای کودک ممیّز که فاقد قوه نقد است، اگر احتمال عقلاییِ تأثیرپذیری از محتوای فاسد وجود داشته باشد، حکم «کتب ضلال» بر آن بار می‌شود و دسترسی بدون فیلتر حرام است.   
3. فرضیه ۲: قاعده لاضرر و وجوب حفظ نفس (و توسعه آن به حفظ شخصیت و عقیده)، والدین را مکلف می‌کند که از ابزارهای نظارتی استفاده کنند. عدم استفاده از این ابزارها در صورت دسترس بودن، مصداق «تفریط» در حضانت است.
4. فرضیه ۳: حق تربیت دینی و صیانت از اخلاق کودک بر آزادی اطلاعاتِ بدون قید و شرط حاکم است. به بیان دیگر، مصلحتِ «حفظ دین» اهم از مصلحت «توسعه اطلاعات عمومی» است، مگر در مواردی که عدم دسترسی موجب حرج یا وهن شدید گردد.
5. فرضیه ۴: اگر والدین در نظارت کوتاهی کنند و کودک مرتکب جرمی شود یا خسارتی بزند، والدین به دلیل «سبب اقوی از مباشر» (زیرا کودک ممیّز در فضای پیچیده سایبری حکم جاهل یا مسلوب‌الاراده را پیدا می‌کند) ضامن هستند.   
۷. روش تحقیق
این پژوهش از نظر هدف، کاربردی-توسعه‌ای و از نظر ماهیت، توصیفی-تحلیلی با تکیه بر روش اجتهاد جواهری است. مراحل انجام کار عبارتند از:
1. موضوع‌شناسی: شناخت دقیق کارکردهای LLM، پدیده توهم و سوگیری با استفاده از گزارش‌های فنی و روان‌شناختی.   
2. گردآوری ادله: مراجعه به قرآن، سنت، عقل و اجماع و فیش‌برداری از منابع فقهی (مانند مکاسب، جواهر، تحریرالوسیله) و حقوقی.
3. استنباط و قاعده‌سازی: تطبیق قواعد عام فقهی (لاضرر، نفی سبیل، وقایه، حرمت اعانه بر اثم) بر مصادیق جدید و حل تعارضات ادله با استفاده از اصول فقه.   
۸. ساختار پژوهش (فهرست اولیه)
فصل اول: کلیات
· ۱-۱. بیان مسئله
· ۱-۲. اهمیت و ضرورت
· ۱-۳. پیشینه تحقیق
· ۱-۴. اهداف و سوالات
· ۱-۵. روش تحقیق
فصل دوم: مبانی و مفاهیم
· ۲-۱. مفهوم‌شناسی کودک ممیّز در فقه و روان‌شناسی رشد (تمایز با مراهق)   
· ۲-۲. چیستی هوش مصنوعی مولد و چالش‌های آن (توهم، سوگیری، انسان‌انگاری)
· ۲-۳. مبانی فقه تربیتی (اصل هدایت، اصل کرامت، اصل مسئولیت)
· ۲-۴. حقوق کودک در اسناد بین‌المللی و چالش‌های فضای مجازی   
فصل سوم: بررسی ادله و قواعد فقهی مرتبط
· ۳-۱. بازخوانی قاعده «حرمت حفظ کتب ضلال» در عصر دیجیتال   
· ۳-۲. قاعده «لاضرر» و مدیریت ریسک‌های تربیتی
· ۳-۳. قاعده «وقایه» (قوا انفسکم...) و دلالت آن بر نظارت سایبری
· ۳-۴. قاعده «تسبیب» و مسئولیت مدنی ناشی از رهاسازی
فصل چهارم: تحلیل گستره‌ی آزادی و نظارت (یافته‌ها)
· ۴-۱. حکم تکلیفی استفاده از چت‌بات‌ها (وجوب آموزشی، حرمت اعتقادی، اباحه سرگرمی)
· ۴-۲. تعارض حق حریم خصوصی کودک با تکلیف نظارتی والدین   
· ۴-۳. مسئولیت والدین در قبال جرایم و انحرافات ناشی از هوش مصنوعی
· ۴-۴. ارائه الگوی مطلوب «نظارت هوشمند و پلکانی»
فصل پنجم: نتیجه‌گیری و پیشنهادات
· ۵-۱. جمع‌بندی احکام
· ۵-۲. پیشنهادات تقنینی و اجرایی
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